Identifying influential nodes in complex networks with community structure
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ABSTRACT

It is a fundamental issue to find a small subset of influential individuals in a complex network such that they can spread information to the largest number of nodes in the network. Though some heuristic methods, including degree centrality, betweenness centrality, closeness centrality, the k-shell decomposition method and a greedy algorithm, can help identify influential nodes, they have limitations for networks with community structure. This paper reveals a new measure for assessing the influence effect based on influence scope maximization, which can complement the traditional measure of the expected number of influenced nodes. A novel method for identifying influential nodes in complex networks with community structure is proposed. This method uses the information transfer probability between any pair of nodes and the k-medoid clustering algorithm. The experimental results show that the influential nodes identified by the k-medoid method can influence a larger scope in networks with obvious community structure than the greedy algorithm without reducing the expected number of influenced nodes.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Complex networks are pervasive to natural and social sciences, ranging from social and information networks to technological and biological networks [1,2]. One main function of complex networks is to transfer information, trust, ideas, diseases and influences between any two nodes [3]. The information can spread beyond the dyad, occasionally reaching a large number of nodes. Spreading is a ubiquitous process, which describes many important network activities [4,5]. The knowledge of the roles that network nodes play in the spreading process is crucial for developing efficient methods to either hinder or accelerate spreading, given diseases or information, respectively.

It is a fundamental issue to find a small subset of influential individuals in a complex network such that they can spread information to the largest number of nodes in the network [6–8]. The solution to this issue has many applications [6,9,10]. Kempe et al. give a vivid example [6]. A company initially targets a small number of “influential” individuals in the network by giving them free product samples and hopes that the initially selected users will recommend the product to their friends, their friends will influence their friends’ friends and so on; many individuals will thus ultimately adopt the new product through the powerful word-of-mouth effect (also called viral marketing). The problem is formally called influence maximization: for a parameter k, find a k-node set to maximize the influence effect where influence is propagated in the network according to a stochastic cascade model [6]. The influence effect is usually measured by the expected number of influenced nodes at the end of the diffusion process.

Many networks of interest in the sciences, including social, computer, metabolic and regulatory networks, are found to divide naturally into communities or modules [11]. In this study, we analyze the effects of some popular methods on identifying influential nodes in complex networks with community structure, including degree centrality, betweenness centrality, closeness centrality, the k-shell decomposition method and a greedy algorithm. We argue that sometimes these methods have limitations when applied to complex networks with community structure as they do not explicitly account for networks’ community structure and do not identify the influential nodes from communities in a relatively balanced way. For example, the nodes with high degree that are often believed to be influential players may all lie in the same community with larger size such that they can only influence nodes in the same community. In this study, we propose a novel method for identifying influential nodes in complex networks with community structure. We also propose a new measure for assessing the influence effect based on influence scope maximization, which can complement the traditional measure of the expected number of influenced nodes. Our method is compared with the greedy algorithm [6] based on some real and computer-simulated networks. To study the spreading process, we apply a widely used information diffusion model, the independent cascade (IC) model [12,6,8].
2. Definition

The influence maximization problem is examined on a directed and weighted network $G = (V, E, W)$ for the IC model. Here, $V$ and $E$ are the sets of all nodes and links in the network, respectively. Let $N$ and $L$ be the numbers of elements of $V$ and $E$, respectively. $W$ is the corresponding weight set of $E$, i.e., each link $(u, v) \in E$ from node $u$ to $v$ has a corresponding weight $w_{uv} \in W$.

2.1. Independent cascade model

In the IC model, each link $(u, v) \in E$ is assigned a real value $\beta_{uv} \in [0,1]$ that is referred to as probability of information transfer through link $(u, v)$. For weighted networks, we assume that weight $w_{uv}$ denote connection strength through link $(u, v)$ and $w_{uv} \geq 0$ for any $w_{uv} \in W$. In most real networks, weights can be transformed to denote connection strength through some simple operations. $\beta_{uv}$ can be defined thus:

$$\beta_{uv} = 1 - (1 - \beta)^{w_{uv}},$$

(1)

where $\beta \in [0,1]$ is a designated propagation probability and $w_{uv}$ is the weight of link $(u, v)$. In this study, for unweighted networks, we set $w_{uv} = 1$ for any link $(u, v) \in E$. Thus, propagation probability $\beta_{uv}$ of each link $(u, v)$ can be specified directly or be computed based on the weight $w_{uv}$ and $\beta$. In this study, we adopt the latter to determine the propagation probability.

In the IC model, some assumptions are made: (1) The state of a node is either active or inactive; a node is in state of active if it has adopted the information. (2) Nodes can switch from being inactive to being active, but cannot switch from being active to being inactive. (3) The diffusion process of active nodes unfolds in discrete time-steps $t \geq 0$; at $t = 0$ the nodes in an initial set $A$ first become active and all the other nodes are in state of inactive. The diffusion process of IC model is presented formally in Algorithm 1.

Algorithm 1. Independent cascade model

**Input:** $G = (V,E,W), \beta$ and $A \neq \emptyset$ is the network; $\beta$ is a designated propagation probability; $A$ is an initial active set with $k$ nodes.

**Output:** $AS \neq \emptyset$ is the set of active nodes at the end of the spreading process

$A_{S} := A$;

$CA := A$; /* CA is the set of active nodes in current time-step */

$NA := \emptyset$; /* NA is the set of active nodes in next time-step */

do {

for (each node $u$ in CA)

for (each node $v$ in $V \setminus \{u\})$ /* $v \in V \setminus \{u\} \in E, x \notin AS$ */

if ($v$ adopt information from $u$ with probability $\beta_{uv}$)

$NA := NA \cup \{v\}$; // $\emptyset$ while ($CA = \emptyset$);

output $AS$;

} while ($CA \neq \emptyset$);

2.2. Measures of information propagation effects

In this study, three measures of information propagation effects are defined. The first is the average number of active nodes at the end of the spreading process $\sigma(A)$ that is often used in many previous studies [6-8]. $\sigma(A)$ is computed thus:

$$\sigma(A) = \frac{1}{n} \sum_{i=1}^{n} |AS_{i}(A)|,$$

(2)

where $A$ is an initial set of active nodes; $AS(A)$ is the output set of active nodes at the end of $t$th spreading simulation process of the IC model; $|AS_{i}(A)|$ is the number of nodes in $AS_{i}(A)$; and $n$ is the number of independent spreading simulations of the IC model.

The second measure is the average scope of active nodes at the end of multiple spreading processes $\varphi(A)$, computed thus:

$$\varphi(A) = \frac{1}{H} \sum_{h=1}^{H} \alpha(v, |AS_{h}(A)|),$$

(3)

where $H$ is the number of experimental groups; each group consists of $m$ independent spreading process simulations of the IC model; $V$ is the set of nodes in network; $|AS_{h}(A)|$ is the union of the output sets of active nodes in the $m$ independent spreading simulations of the $h$th experimental group; $\alpha(v, |AS_{h}(A)|) = 1$ if $v \in |AS_{h}(A)|$, 0 otherwise. With multiple spreading processes, often pervasive in reality, improving $\varphi(A)$ can guarantee that the information is more likely to spread in a larger scope.

The third measure is the probability of node $v \in V$ adopting the information, computed thus:

$$IP_{v}(A) = \frac{1}{n} \sum_{i=1}^{n} \alpha(v, |AS_{i}(A)|),$$

(4)

where $A$ is an initial set of active nodes; $AS(A)$ is the output set of active nodes at the end of the $t$th spreading simulation process of the IC model; $n$ is the number of independent spreading simulations; $\alpha(v, |AS_{i}(A)|) = 1$ if $v \in |AS_{i}(A)|$, 0 otherwise.

2.3. LFR model

In this study, we use some artificial networks that are generated by the LFR model [13,14] to evaluate the influential nodes identification methods. In the LFR model, both the degree and the community size distributions of the artificial networks are assumed to follow power laws, with exponents $\gamma$ and $\lambda$, respectively. The number of nodes is $N$ and the average degree is $\langle k \rangle$. The construction of a realization of LFR model proceeds through the following steps:

(1) Each node is given a degree taken from a power law distribution with exponent $\gamma$. The extremes of the distribution $k_{\text{min}}$ and $k_{\text{max}}$ are chosen such that the average degree is $\langle k \rangle$. The configuration model [15] is used to connect the nodes so to keep their degree sequence.

(2) Each node shares a fraction $1 - \mu$ of its links with the other nodes of its community and a fraction $\mu$ with the other nodes of the network; $\mu$ is the mixing parameter.

(3) The sizes of the communities are taken from a power law distribution with exponent $\lambda$, such that the sum of all sizes equals the number $N$ of nodes of the graph. The minimal and maximal community sizes $s_{\text{min}}$ and $s_{\text{max}}$ are chosen so to respect the constraints imposed by the definition of community: $s_{\text{min}} > k_{\text{min}}$ and $s_{\text{max}} > k_{\text{max}}$. This ensures that a node of any degree can be included in at least a community.

(4) At the beginning, all nodes are homeless, i.e., they are not assigned to any community. In the first iteration, a node is assigned to a randomly chosen community; if the community size exceeds the internal degree of the node (i.e., the number of its neighbors inside the community), the node enters the community, otherwise it remains homeless. In successive iterations we place a homeless node to a randomly chosen community: if the latter is complete, we kick out a randomly selected node of the community, which becomes homeless. The procedure stops when there are no more homeless nodes.
(5) To enforce the condition on the fraction of internal neighbors expressed by the mixing parameter $\mu$, several rewiring steps are performed, such that the degrees of all nodes stay the same and only the split between internal and external degree is affected, when needed. In this way the ratio between external and internal degree of each node in its community can be set to the desired share $\mu$ with good approximation.

(6) In order to build a weighted network, an unweighted network with a given topological mixing parameter $\mu$ is first generated and then a positive real number is assigned to each link. To do this two parameters, $\alpha$ and $\mu_w$, are specified. The parameter $\alpha$ is used to assign a strength $s_u$ to each node $u$, $s_u = k_u^\alpha$; such power-law relation between the strength and the degree of a node is frequently observed in real weighted networks. The parameter $\mu_w$ is used to assign the internal strength $s_u^\mu = (1 - \mu_w)s_u$, which is defined as the sum of the weights of the links between node $u$ and all its neighbors having at least one membership in common with $u$.

(7) In order to build a network with overlapping communities, two parameters, $O_n$ and $O_m$, need to be specified. The parameter $O_n$ is the number of overlapping nodes in the network. The parameter $O_m$ is the number of memberships of the overlapping nodes.

Fig. 1. Lusseau’s network of bottlenose dolphins. The partition by shapes matches the biological classification of the dolphins proposed by Lusseau et al. [25]. (a) The colors (from dark to light green) indicate the degree centrality level (from high to low) of the nodes. (b) The colors (from dark to light green) indicate the betweenness centrality level (from high to low) of the nodes. (c) The colors (from dark to light green) indicate the closeness centrality level (from high to low) of the nodes. (d) The colors indicate the shells of $k$-shell decomposition, and green nodes are the core of the network. (e) The ranks of the influence ability $\sigma(u)$ (Eq. (2)) for each node $u \in V$ at diffusion probability $\beta = 0.01$ and $\beta = 0.30$ in the dolphin network. Each point in the plot corresponds to a node in the network. (For interpretation of the references to color this figure legend, the reader is referred to the web version of this article.)
Lancichinetti et al. provide the corresponding software package of the LFR models [16]. In this study, we use this package to generate artificial networks.

3. Related work

3.1. Centrality-based method

In complex network literature, researchers define many centrality measures on nodes and links [17,18]. In networks with a broad degree distribution, it is believed that the most connected people (hubs) are the key players, being responsible for the most extensive spreading process [19,20]. Degree centrality, however, is a local measure. The global network structure often plays a more important role such that there are plausible circumstances under which the highly connected nodes have little effect on the range of a given spreading process [7]. In Fig. 1a, the hub of node “trigger” exists at the periphery of the network, so it will have a minimal impact on the spreading process. Furthermore, if a network with community structure has unbalanced community sizes, which is pervasive in reality [21], the high degree nodes may lie in the same community with larger size. In Fig. 1a, the top 5 highest degree nodes all lie in the same community such that they can only influence nodes in the same community when the propagation probability $\beta$ is low.

In the social network theory context, the importance of a node for spreading is often associated with betweenness centrality, a measure of how many shortest paths cross through this node, which is believed to determine who has more interpersonal influence on others [22,23]. The betweenness centrality of node $u$ is defined as $b_u = \sum_{i,j} \sigma(i,u,j)/\sigma(i,j)$, where $\sigma(i,u,j)$ is the number of shortest paths between nodes $i$ and $j$ that pass through node $u$, and $\sigma(i,j)$ is the total number of shortest paths between $i$ and $j$. In networks with community structure, nodes with high betweenness often serve as intermediaries in spreading information between communities such that they tend to lie in the junction of communities. Furthermore, in networks with unbalanced community sizes, nodes with high betweenness are more likely to locate in the community with larger size. In Fig. 1b, the two nodes with highest betweenness lie in the junction of the two communities, and most nodes with high betweenness lie in the community with larger size. Therefore, the nodes with high betweenness are pivotal to information transfer between communities, rather than as initial information spreaders. Similarly, closeness centrality, which can be regarded as a measure of how long it will take to spread information from a node to all other nodes sequentially [24], may highlight the nodes at the junction between communities or in the community with larger size (Fig. 1c).

Kitsak et al. [7] propose identifying the core and periphery of a network using the $k$-shell decomposition method (Appendix A). They show that in many real-world complex networks, the best spreaders do not correspond to the nodes with a high degree and betweenness; the most efficient spreaders are instead those located within the network core, as identified by $k$-shell decomposition. The $k$-shell decomposition method, however, does not always work well. In Fig. 1d, the nodes in the core occupy a large proportion of the network such that the influential nodes cannot be identified. In networks with unbalanced community density, the core identified by $k$-shell decomposition may lie only in the community with high community density. Moreover, the $k$-shell decomposition method is only suitable for unweighted and undirected networks.

For the methods of degree, betweenness, closeness centrality and the $k$-shell decomposition, there are two common limitations. First, they may adapt to identify the original influential spreaders only when the spreading originates in a single active node. For a spreading process originating in many active nodes simultaneously, spreading origins located at a particular distance from one another must be considered; otherwise, the nodes influenced by the origins may greatly overlap. These classic methods may identify influential nodes that do not locate far enough. We therefore cannot select the $k$-node set directly using the centrality measures or the $k$-shell index. Second, these methods solely focus on network topology structures. On the one hand, they do not account for spreading mechanism (e.g., the IC model) that can affect the spreading effects as spreading process depends on spreading mechanism. This may be the reason why the centrality measures perform worse than the greedy algorithm (Section 3.2) [6] that accounts for the spreading mechanism directly in identifying influential nodes. On the other hand, the propagation probability $\beta$ used in the spreading process is not considered. We analyze the effects of $\beta$ on influence ability ranks of nodes, which is measured by ranking $\sigma(v)$, for all $v \in V$ (Eq. (2)) in an ascending order. The results show that the influence ranks of nodes change greatly at different propagation probabilities under the IC model (Fig. 1e).

3.2. Greedy algorithm

Kempe et al. [6] propose a simple greedy algorithm to find $k$ influential nodes set $A_k$, that approximates the maximization of the expected number of active nodes $\sigma(A_k)$ (Eq. (2)) at the end of the spreading process of the IC model. This method uses a hill climbing strategy and chooses the nodes with maximal marginal gain, presented in Algorithm 2.

Algorithm 2. Greedy Algorithm

\begin{itemize}
  \item [Input:] $G = (V,E,W), \beta, k \ast G$ is the network; $\beta$ is a designated propagation probability; $k$ is the number of target influential nodes$^*$
  \item [Output:] $A_k$ /*$A_k$ is the identified $k$ influential nodes set*/
  \item [Algorithm:] for ($i := 1$ to $k$)
    \begin{itemize}
      \item let $v$ be a node that maximizes the marginal gain $\sigma (A_k \cup \{v\}) - \sigma (A_k)$;
      \item $A_k := A_k \cup \{v\}$;
    \end{itemize}
  \item [Output:] $A_k$,
\end{itemize}

Kempe et al. [6] demonstrate that the simple greedy algorithm is a $(1 - 1/e - \epsilon)$ of the optimal result in the IC model; here $e$ is the base of the natural logarithm and $\epsilon$ is any positive real number. Thus, this is a performance guarantee slightly better than 63%. In addition to their provable guarantees, the approximation algorithms significantly outperform node selection heuristics based on degree and distance centrality. In this study, we compare the greedy algorithm with our proposed method.

4. $k$-medoid method

In this study, we propose identifying $k$ influential nodes using the $k$-medoid method. First, we construct an $N \times N$ information transfer probability matrix $M$ on network $G = (V,E,W)$, where $N$ is the number of nodes in $V$. Element $m_{uv}$ of $M$ denotes the information transfer probability through all paths from node $u$ to $v$. Second, $k$ medoids are identified as $k$ influential nodes by applying the
4.1. Information transfer probability matrix

The information transfer probability matrix $M$ is computed based on a bond percolation process. A representative question of bond percolation process is about liquid percolation [27]. Assume that some liquid is poured on top of some porous material. Will the liquid be able to make its way from hole to hole and reach the bottom? This physical question is modeled mathematically as a three-dimensional network of vertices in which the links (bonds) between each two neighbors may be open (allowing the liquid through) with probability $p$, or closed with probability $1 - p$, and they are assumed to be independent. Therefore, for a given $p$, what is the probability that an open path exists from the top to the bottom? This problem, called now bond-percolation, was introduced in the mathematics literature by Broadbent and Hammersley [28], and has been studied intensively by mathematicians and physicists since.

The IC model on network $G = (V,E,W)$ can be exactly mapped on to a bond percolation process in the same network [6,8,29,30]. Each link $(u,v)$ of $E$ is randomly designated either “open” with probability $\beta_{uv}$ (Eq. (1)) or “closed” with probability $1 - \beta_{uv}$ independently. For information diffusion on the network, open links represent the ones through which information propagates, and closed links represent the ones through which information does not propagate. We use the notations proposed by Kimura et al. [26] to describe a bond percolation process on network. A bond percolation process corresponds to an L-dimensional vector $r \in \mathbb{R}_C$.

$$R_C = \{ r = (r_{uv})_{(u,v) \in E} \in (0,1)^n \},$$

where $L$ is the number of links in $G$; $r_{uv} = 1$ if $(u,v) \in E$ is designated “open”, or $r_{uv} = 0$ if it is designated “closed”. The probability distribution $q(r)$ of the corresponding bond percolation mode is given thus:

$$q(r) = \prod_{(u,v) \in E} \left( \beta_{uv}^{r_{uv}} (1 - \beta_{uv})^{1-r_{uv}} \right), r \in \mathbb{R}_C,$$

where $\beta_{uv}$ is the propagation probability through link $(u,v)$ in the IC model.

Let $E_r$ denote the set of all the open links for $r \in \mathbb{R}_C$, and let $G_r$ denote the graph $(V,E_r)$. For each $r, r \in \mathbb{R}_C$, we can consider the deterministic diffusion model on $G_r$ such that information can transfer from node $u$ to $v$ if $v$ is reachable from $u$ on $G_r$. We propose that the information transfer probability $m_{uv}$ from node $u$ to $v$ is defined thus:

$$m_{uv} = \frac{1}{n} \sum_{i=1}^{n} o(u,v; G_r), r_i \in \mathbb{R}_C,$$

where $r_i$ denotes the $i$th independent sampling from $q(r)$, and $o(u,v; G_r) = 1$ if $v$ is reachable from $u$ on $G_r$, 0 otherwise, and $n$ is the number of sampling.

The process of computing information transfer probability matrix is described by Algorithm 3. The main task of computing $M$ is to find reachable pairs of nodes in $G$. For an undirected network, finding reachable pairs can be based on the connected components in $G_r$ that can be searched through the breadth-first search (BFS) algorithm [31]. The nodes in each connected component are reachable each other; and the nodes between connected components are unreachable. For a directed network, finding reachable pairs can be executed in two steps. First, the strongly connected components in $G_r$ can be searched through Tarjan’s algorithm [32]. Inside each strongly connected components, the nodes are reachable each other. Second, the connectivity between the strongly connected components are judged. If strongly connected component $C_i$ can reach $C_j$, all nodes in $C_i$ can reach the nodes in $C_j$.

Algorithm 3: Computing transfer probability matrix

| Input: $G$, $\beta$ and $n$ /*$G$ is the network; $\beta$ is a designated propagation probability; $n$ is the number of sampling*/ |
| Output: $M$ /*$M$ is the information transfer probability matrix*/ |
| Initialize: set each element in $M$ to 0; |
| for ($i = 1$ to $n$) |
| { |
| select $r \in \mathbb{R}_C$ randomly according to $q(r)$; |
| for (each pair of nodes $u$ and $v$, $v$ can be reachable from $u$ in $G_r$) |
| $m[u,v] := m[u,v] + 1$; |
| } |
| for (each element $m[u,v]$ in $M$) |
| $m[u,v] := m[u,v] / n$; |
| Output $M$; |
| End Algorithm |

4.2. k-medoid clustering algorithm

The k-medoid algorithm is a classical partitioning clustering technique that clusters a data set of $n$ objects into $k$ clusters known a priori. A medoid can be defined as the object of a cluster, whose average similarity to all objects in the cluster is maximal, i.e., it is a most centrally located point in the cluster. We use the most common realization of k-medoid clustering algorithm, Partitioning Around Medoids (PAM) [26], to find k influential nodes (Algorithm 4).

Algorithm 4: k-Medoid clustering algorithm

| Input: $M$ and $k$ /*$M$ is the information transfer probability matrix; $k$ is the number of target influential nodes*/ |
| Output: $A_k$ /*$A_k$ is the identified k influential nodes set*/ |
| Initialize: randomly select $k$ of the $N$ nodes as initial medoids; repeat |
| { |
| associate each remaining node to the closest medoid; /* “closest” here is measured by information transfer probability in $M$ */ |
| } |
| for (each medoid $m$) |
| for (each non-medoid node $o$) |
| swap $m$ and $o$ and compute the total benefits of the configuration; /* “benefits” here is defined as the sum of information transfer probability from the medoid nodes to their non-medoid nodes */ |
| select the configuration with the highest benefits to form new set of medoids; |
| } until no change; |
| Output $A_k$; |
| End Algorithm |

4.3. Computation complexity

The k-medoid method is composed of two parts, computing transfer probability matrix and k-medoid clustering. The main task of computing transfer probability matrix $M$ is to find reachable pairs of nodes in $G$, based on connected components or strongly connected components. For an undirected network, the time complexity of finding connected components through the BFS algorithm is $O(N_c + L_c)$, where $N_c$ and $L_c$ denote the number
of nodes and links in \( G_r \) separately. For a directed network, the time complexity of finding strongly connected components through Tarjan’s algorithm is also \( O(N_{G_r} + L_{G_r}) \). The space complexity of computing transfer probability matrix is \( O(N^2) \) in the worst case when all elements of information transfer matrix \( M \) are computed. When large-scale networks are sparse and the propagation probability \( \beta \) is small, however, the links in \( E_r \) occupy a small proportion of the links in \( E \). Only the pairs of nodes that can reach in \( E_r \) must compute the information transfer probability. We analyze the space complexity of the information transfer probability matrix by computing the ratio of nonzero elements in \( M \) for different size networks generated by the LFR model (Fig. 2). The propagation probability \( \beta \) affects the ratio significantly. For the different size networks, the ratio approaches 0 as \( \beta = 0.005 \) and the ratio equals 1 as \( \beta = 0.05 \). The average degree \( \langle k \rangle \) also has positive effects on the ratio. For the different size networks, however, the ratios are greatly different as \( \langle k \rangle \) grows bigger. The ratio for the network with 10,000 nodes, for example, is about 10 times larger than the ratio of the network with 100,000 nodes. The mixing parameter \( \mu \) also has positive effects on the ratio. But as \( \mu = 0.7 \), the ratio for the network of \( N = 100,000 \) is still very low (approximately 0.0048).

The complexity of each iteration in PAM is \( O(k(N - k)^2) \), where \( k \) is the number of medoids and \( N \) is the number nodes in network. For large values of \( N \) and \( k \), such computation becomes very costly. To deal with larger data sets, a sampling-based method, called CLARA [33], can be used. The idea behind CLARA is as follows: Instead of taking the whole set of data into consideration, a small portion of the actual data is chosen as a representative of the data. Medoids are then chosen from this sample using PAM. If the sample is selected in a fairly random manner, it should closely represent the original data set. The representative objects (medoids) chosen will likely be similar to those that would have been chosen from the whole data set. CLARA draws multiple samples of the data set, applies PAM on each sample, and returns its best clustering as the output. As expected, CLARA can deal with larger data sets than PAM. The complexity of each iteration now becomes \( O(ks^2 + k(N - k)) \), where \( s \) is the size of the sample, \( k \) is the number of medoids, and \( N \) is the total number of nodes in the network.

5. Experiments

In this study, we compare the \( k \)-medoid method with the greedy algorithm on some real networks, including the bottlenose dolphin network [25], the network of Zachary’s karate club [34] and an e-mail network [35]. Moreover, we use some artificial networks generated by the LFR model [13,14]. In this study, when the average number of active node \( o(A) \) (Eq. (2)) and the adopting probability \( IP(A) \) (Eq. (4)) are computed, the number of spreading simulation is 100,000 for all experiments. When the average scope of active nodes \( o(A) \) (Eq. (3)) is computed, 100 groups of experiments are executed and each group contains 1,000 independent spreading simulations.

5.1. Real networks

In real networks with community structure, the greedy algorithm may choose influential nodes in the community with larger size or higher density such that some nodes in other communities can adopt the information from the influential nodes with a probability \( IP \) of approximate zero. Although in theory the expected \( IP \) should be greater than zero, the experimental results of \( IP \) can be zero as the number of spreading simulations is finite. In Fig. 3a, the two influential nodes identified by the greedy algorithm are all located in the community with larger size such that most nodes

![Fig. 2. Space complexity of computing the transfer probability matrix \( M \). The number of spreading simulations is 10,000 when \( M \) is computed.](image)
in another community cannot adopt information in the propagation process of IC model with the two influential nodes as initial active ones. In the same experiment, except for the propagation probability $\beta = 0.5$, the two influential nodes identified by the greedy algorithm are “Grin” and “Ripplefluke”. Node “Ripplefluke” lies in the periphery of the network and has only two links to the rest of the network; it is thus not robust for this node to spread information to other nodes. Similarly, in Fig. 3c, the four influential nodes identified by the greedy algorithm are located only in two of four communities.

The $k$-medoid method tends to choose a representative influential node from each community in these real networks. In Fig. 3b, the two influential nodes identified by the $k$-medoid method are located in the two communities separately such that all nodes in the network can be infected with $IP > 0$. Even when the influence probability $\beta$ is set to 0.5, the identified influential nodes do not change. In Fig. 3c, the four influential nodes identified by the $k$-medoid method lie in the four communities separately.

In this study, we also use two other measures, $\phi(A)$ (Eq. (2)) and $\phi(A)$ (Eq. (3)), to compare the greedy algorithm and the $k$-medoid method. The first line of Fig. 4 compares the greedy algorithm and the $k$-medoid method on the dolphins network at different propagation probability $\beta$. For different $\beta$ values, the average number of active nodes for the greedy algorithm and $k$-medoid method are close. The average active scopes of the $k$-medoid method are higher than those of the greedy algorithm. These results illustrate that in this case the $k$-medoid method can cover a larger active scope than the greedy algorithm on the premise of not reducing the average active nodes. The $k$-medoid method can also do a good job in the e-mail network without an obvious community structure (the second line of Fig. 4).

5.2. Artificial networks

In this study, we generate four artificial networks through the LFR models to compare the greedy algorithm and the $k$-medoid method. (1) LFR-SU: an unweighted and undirected network (the number of nodes is 200; the average degree is 6; the maximum degree is 30; the degree distribution exponent is $-2$; the community size distribution exponent is $-1.2$; the community size is between 20 and 60; the mixing parameter is 0.05). (2) LFR-LU: an unweighted and undirected network (the number of nodes is 1000; the average degree is 15; the maximum degree is 50; the degree distribution exponent is $-2$; the community size distribution exponent is $-1.2$; the community size is between 20 and 100; the mixing parameter is 0.1, 0.2 or 0.3). (3) LFR-WD: a weighted and directed network (the number of nodes is 1000; the average degree is 15; the maximum degree is 50; the degree distribution exponent is $-2$; the community size distribution exponent is $-1.2$; the community size is between 20 and 100; the mixing parameter is 0.1; the mixing parameter for the link weights is 0.1, 0.2 or 0.3). (4) LFR-WO: a weighted and directed network with overlapping communities (the number of nodes is 1000; the average degree is 15; the maximum degree is 50; the degree distribution exponent is $-2$; the community size distribution exponent is $-1.2$; the community size is between 20 and 100; the mixing parameter is 0.1; the mixing parameter for the link weights is 0.1; the number of overlapping nodes is 100, 300, 500; the number of memberships of the overlapping nodes is 2).

For the LFR-SU network, the greedy algorithm chooses influential nodes only from four of six communities such that some nodes in the communities having no influential nodes can only adopt the information with a probability of approximate zero (Fig. 5a). The $k$-medoid algorithm, however, identify an influential node from each community (Fig. 5b).

![Fig. 3. Comparison of the greedy algorithm and the $k$-medoid method. (a) and (b) the spread of influence for the greedy algorithm and the $k$-medoid method separately in the bottlenose dolphin network. The red color denotes identified influential nodes, and the green colors (from dark to light green) indicate the adoption probability level. $IP$ (Eq. (4)), (from high to low) of the nodes, and blue denotes that $IP = 0$. (c) The network of Zachary’s karate club [34]. The partitions separated by dash lines correspond to the best partition found by optimizing the modularity from Newman and Girvan [36]. Grey denotes the influential nodes identified by the greedy algorithm, and the square shape denotes the influential nodes identified by the $k$-medoid method. For (a–c), the diffusion probability $\beta = 0.01$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
Fig. 6 compares the spreading effects of the greedy algorithm and \( k \)-medoid method on the LFR-LU network through the average active nodes \( r(A) \) (Eq. (2)) and the average active scope \( u(A) \) (Eq. (3)) at different propagation probability \( \beta \) (Eq. (1)) and the mixing parameter \( \mu \) (see Section 2.3). The smaller value of \( \mu \) means that there are more links inside communities and less links between communities.

**Fig. 4.** Comparison of the greedy algorithm and the \( k \)-medoid method on two real networks, the bottlenose dolphin network and the e-mail network [35] that has no obvious community structure. The figure in the third line is the skeleton of the e-mail network.

**Fig. 5.** Comparison of the greedy algorithm and \( k \)-medoid method on the LFR-SU network generated by an LFR model [13]. The built-in partitions are represented by shapes. The red color denotes identified influential nodes, and the green colors (from dark to light green) indicate the adoption probability level, \( IP \) (Eq. (4)), (from high to low) of the nodes, and blue denotes that \( IP = 0 \). (a) The spreading effects of the greedy algorithm. (b) The spreading effects of the \( k \)-medoid method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
communities, i.e., the network has more obvious community structure. For all different $\beta$ values and $\mu$ values, the number of average active nodes for the greedy algorithm and the $k$-medoid method are close. The average active scopes of the $k$-medoid method are higher than those of the greedy algorithm, but as the $\beta$ and $\mu$ values increase, the differences become small. These results illustrate that in the unweighted and undirected network with obvious community structure and small spreading probability, the $k$-medoid method can cover a larger scope than the greedy algorithm on the premise of not reducing the number of average active nodes.

Fig. 7 compares the spreading effects of the greedy algorithm and the $k$-medoid method on the LFR-WD network at different propagation probability $\beta$ (Eq. (1)) and the internal strength parameter $\mu_w$ (see Section 2.3). The smaller value of $\mu_w$ means that the internal strength inside communities are larger and the external strength between communities are smaller, vice versa. Thus, smaller $\mu_w$ value represents more obvious community structure. For different $\beta$ values and $\mu_w$ values, the number of average active nodes of the greedy algorithm are close to ones of the $k$-medoid method, and the average active scopes of the $k$-medoid method are higher than those of the greedy algorithm. With the increase of $\beta$ and $\mu_w$ values, however, the differences of the average active scopes between these two methods become small. These results illustrate that in the weighted and directed network with obvious community structure and low spreading probability, the $k$-medoid method can cover a larger scope than the greedy algorithm.
Fig. 8 compares the spreading effects of the greedy algorithm and the k-medoid method on the LFR-WO network at different propagation probability $\beta$ (Eq. (1)) and overlapping parameter $O_n$ (see Section 2.3). The smaller value of $O_n$ means that there are less overlapping nodes between communities, i.e., the network has more obvious community structure. For all different $\beta$ values and $O_n$ values, the number of average active nodes of the greedy algorithm and k-medoid method are close. The average active scopes of the k-medoid method are higher than those of the greedy algorithm, but with the increase of $\beta$ and $O_n$ values, the differences become small. These results illustrate that in the weighted and directed network with obvious community structure and low spreading probability, the k-medoid method can cover a larger scope than the greedy algorithm on the premise of not reducing the number of average active nodes.

Fig. 8. Comparison of the greedy algorithm and the k-medoid method on the LFR-WO network.

6. Discussion

Finding a small subset of influential nodes that can spread maximal influence to others in a complex network is an important research problem. It can highlight many applications. Though some heuristic methods, including the degree [19,20], betweenness [22,23], closeness [24] and k-shell decomposition methods [7], account for local or global topological network structures and have clear definitions and low computation costs (the computation cost of betweenness centrality is high), they have limitations. First, these methods may identify influential nodes in the communities with large size as the nodes in large communities are sometimes more likely to have high centrality level, such that the identified influential nodes can only influence nodes in the same community when the propagation probability is small. Second, these methods often cannot adapt to identify multiple influential nodes because the influential nodes identified by these methods may locate not far enough and the nodes they influence overlap greatly. Third, these methods do not account for spreading mechanism and propagation probability that can affect the spreading effects as spreading process depends on the two factors.

The greedy algorithm [6] depends on the direct solution of the maximization influence problem to find the influential nodes through a spreading model. Though the greedy algorithm has high computation cost, it achieves higher performance of average active nodes than the conventional methods do. For networks with community structure, however, the greedy algorithm may tend to select influential nodes from the community with a larger size or higher density and does not account for the balance between the communities such that some nodes have an influence probability of approximate zero.

The k-medoid method has some advantages. On the one hand, the k-medoid method employs an information transfer probability, which is computed for any pair of nodes using a spreading model, to measure the similarity between nodes; thus it accounts for both the local and global topological network structures. On the other hand, the k-medoid method is essentially a clustering algorithm that is in accordance with community detection. The k-medoid method can select influential nodes in communities in a balanced way. Thus, in this study the influential nodes identified by the k-medoid method can influence a larger scope than the greedy algorithm on the premise of not reducing the number of average active nodes. The k-medoid method, however, differs from the process in which communities are first detected from a

Fig. 9. A computer simulated network with two extremely unbalanced communities. The two red nodes are influential ones identified by the k-medoid method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
network and the influential nodes are selected from the detected communities. Community detection is often based on the criterion that there must be more links inside the community than edges linking nodes of the community with the rest of the network [37]. In a network with two extremely unbalanced communities, the two influential nodes identified by the $k$-medoid method may be located in the same community with larger size and higher density (Fig. 9). In this case, selecting an influential node from each community can decrease the spreading efficiency due to the extremely unbalanced size of the two communities. The $k$-medoid method can thus balance community size and influence maximization during the process of identifying influential nodes. The computation cost of the $k$-medoid method mainly depends on the number of nodes in the network, the propagation probability $\beta$ and the average degree <k> of nodes. When $\beta$ or <k> is large, the $k$-medoid method cannot adapt to large-scale networks. Designing an algorithm with low computation costs becomes our future research.
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Appendix A. k-Shell decomposition

The k-shell decomposition method is often used to identify the core and periphery of networks [7,38]. The k-shell decomposition process starts by removing all nodes with only one link, until no such nodes remain, and assigning them to the 1-shell. In the same manner, it recursively removes all nodes with degree 2 (or less), creating the 2-shell. The process continues, increasing k until all nodes in the network have been assigned to a shell. The shells with higher indices lie in the network core.
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